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Highlights:  We had a major achievement this week with first lasing of the UV FEL on August 19 at 7:40 PM.  Initial operation was robust at 700 nm producing over 150 Watts of CW power in an 11 micron detuning curve.  Next week we intend to switch to the UV mirrors and establish lasing in that wavelength range.  We thank all who supported this effort during the 4 years of construction and commissioning!

Management:  Preparations for next year's efforts continue at the lab with a particular eye toward dealing with an extended continuing resolution.  We provided DoE the projected FY11 FEL funding and support plan for the personnel in the Division.
Neil and Montgomery attended the dedication of the LCLS at SLAC National Accelerator Lab on Monday along with a large number of other invitees including Secretary of Energy Chu.
RF:  The RF system is fully operational with few trips.  Cryo is improving the vacuum in the cryomodules which allows greater RF power margins and fewer trips.  One RF Control Module, 3-6, broke into oscillation this week and had to be turned off, then on, and adjusted to keep it stable again.  All RFCM's are setup for improved pulsed operation that sacrifices some overall stability. 

Gun HVPS:  The Gun HVPS is fully operational.  It is currently operating on only one driver stack, so the Gun current is limited to 5 mA.  It has not experienced any problems for over a year.
UV FEL beam diagnostics:  


• The new earth field compensation coil was wound around the wiggler. The electrical terminations were completed and the power supply connected. 

• Design revisions have begun on the wiggler chamber viewers in order to eliminate discrepancies found with the current mechanism. 

• One of the wiggler BPM buttons was removed and repaired after it was discovered to be grounding out to the BPM body. 

• Assisted in the alignment of the wiggler viewers. 

• Assisted with vacuum hardware installation.
Instrumentation and Control:     This week’s efforts were focused on the final installations for the UV wiggler and optical controls.   The final preparations of the mirror controls and diagnostics for lasing were finished this week. Some last minute cable repairs and software upgrades were needed. A PZT zeroing function was added and proved to be very useful for the mirror alignments. The remote zoom, iris, and focusing functions were wired in for the optics group and some final camera setups were made also. 
   
The final calibration and installation of the UV Button BPM Electronics has been completed.  Both sets electronics are now connected to the buttons and are reading back through EPICS.  The trigger for the BPM system was checked with beam earlier and found that it was correct.  The issue was that this signal was driven from the frame grabber system so whenever that system was disabled so was the BPM system.  This has been resolved and the proper connection with a variable delay will be connected next week during downtime.  Other work this week was with the earth field cancellation magnet winding and support with the UV wiggler beam viewer electronics. 
  
The final installation of FL03's individual heater controls was a success.  The software was integrated into the cryo system with only small modifications remaining.  The controls for the heaters have been heavily exercised during the week while running two shifts a day.  A Varian power supply was removed from service and replaced with a spare. The first channel of the removed supply exhibits signs of a faulty internal calibration. It is now being tested along with several other supplies in preparation for repair. After troubleshooting another ion pump power supply issue, we believe the cause to be a faulty AVIC card. The card is now replaced and the channel on observation for future issues, as the initial issue was intermittent and non-reproducible. 
  
The power calculations required for the diagnostic dump were installed with the new operator screens.  The screens were greatly improved over the ones used for the IR systems.  The inlet and outlet temperatures easily show the operators what is going on in the system.  We are working on improving the resolution of the temperature read backs to refine the power calculated from them.   The optical cavity screens were finalized after "lessons learned" from the IR system were included.  The status of all insertable devices and shutters is now clear to all users and operators.  The 7F ion pumps were added to the half dozen screens that require status and controls for that region.  The Shutdown script required a slight alteration to unmask the beam mode cards associated with the UV line.  This helps ensure that each shift starts machine ops with a known safe state and any device that needs to be masked can be readdressed at that time.
Lasers and Optical Diagnostics: We were able to overcome some incidents with the drive laser which provided stable operation for the UV machine lasing on Thursday. The UV diagnostics has been a great help for achieving the first lasing this week. The cameras and other diagnostic setup for UMD beam halo measurement are now all installed and the functional test is completed. We continued to work on a laser project with our colleague in SRF institute. We invited Prof. F. Kaertner form MIT to give an excellent talk on the latest high precision timing distribution and synchronization technique developed for application in accelerators and FEL light sources. We had a joint discussion about how to implement such system specifically for JLAB FEL and agreed to establish close collaboration between MIT and JLAB. A paper for FEL conference is near completion. 

This week we were able to get the entire UV beam line under vacuum with ion pumps on and valve permit for beam operations.  We spent some time trying to get the optical cavity aligned.  Unfortunately, one of the manual feed-thru alan pins snapped on the 400nm OC optic.  We do have a plan to fix this next week during the scheduled down. We also aligned both the HR and OC ultraviewers to be co-linear.  It turns out that our initial cavity length alignment had to be lengthened by 300um.  We lased.  
 UV and IR FEL Modeling and Simulation:  This week has been split between continued modeling efforts and trying to get the UV FEL to lase.  The UV FEL diagnostics that were assembled based on the UV FEL requirements and specifications document have worked quite well, and we are obtaining starting to obtain the suite of optical parameters, e.g., spectra, power, energy/macropulse, gain and loss required to check models against.  

 

 One of the nicest pieces of early data is this lasing spectrum:
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The center wavelength (699.9nm) and bandwidth of the spectrum (6.5nm) allows us to make a rough estimate of the pulselength – depending on the choice of time-bandwidth product, it is of order 100-200fs.

 JTO:  Both we and our collaborating institution (UNC-Charlotte) have our funding for our contract so we held our first teleconference.  The kick-off meeting will tentatively be held mid-September.  

Terahertz:  The pumpdown of the vacuum jacket in bolometer cryostat took slightly longer than expected.  This is the result of the apparent low pumping speed of the pump cart that was used, and the extremely large surface area presented by the radiation shielding inside the vacuum jacket.  We performed a He leak, which came up clean, to make certain there were no actual leaks.  Once the pressure measured at the pump cart reached 5x10-6 Torr, we started the precool by filling the LHe and LN2 reservoirs with LN2.  As expected, the cryopumping quickly dropped the pressure measured at the pump cart into the 10-7 Torr range, so we valved-off the bolometer from the pump cart.
We allowed the bolometer to precool and stabilize to LN2 temperature overnight, and at the same time, we pumped on the vacuum jacket of the LHe transfer line.  The following day, we blew out the remaining LN2 from the LHe reservoir and started a LHe transfer from the roll-around LHe dewar.  The transfer appeared to be going fine, and the resistance of the detector increased to ~330 k, the expected resistance at 4.2 K, but when we tried to remove the transfer line, we found it to be frozen to the bottom of the LHe reservoir.  We eventually were able to remove the transfer line, but shortly after, the detector resistance began to drop which may have indicated there was a small amount of frozen nitrogen at the bottom of the LHe reservoir.

We then went back to flowing room temperature He gas through the reservoir to further attempt to remove all of the residual nitrogen before attempting another transfer.  The second transfer proceeded again as expected with the detector resistance rising to 331 k, but we ran out of LHe to transfer and were unable to fill the LHe reservoir.  As a result, the LHe quickly boiled off and we were unable to hold the detector at 4.2 K for very long.

We have returned the bolometer to the precool state with LN2 and we are attempting to secure another source of LHe to attempt another fill today.

Aside from the difficulties with the bolometer pumpdown, precool, and LHe transfer, we received from the machine shop the windows that we will measure for their spectral transmission in our range of the THz spectrum.  The window that provides optimal transmission for our spectrum will then be used as the window for the THz calorimeter.

The design for the THz calorimeter is also nearly complete.  Scott Madaras has drawn a model of the design using SolidWorks and we should be making our final review and creating the machine shop drawings next week.

Lab 5:  Raja has now completed all of the deposition runs to grow NbN thin films through laser ablation of pure Nb in a nitrogen atmosphere.  He has performed the PLD runs over a range of nitrogen pressures, laser fluence, and substrate temperatures.  The films were grown on both pure Nb substrates and on Cu substrates.  He has now begun the analysis tests on his large set of samples in earnest.  For the time being, we will allow the HIPPO 1064 nm to remain in Lab 5 in case Raja determines during the analysis, that any of the PLD or nitriding runs need to be repeated.  A picture of the ablation of the pure Nb target during one of the NbN PLD runs is shown in the figure below.
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Ablation from a pure Nb target during a PLD run to grow NbN thin films.  The deposition takes place in a nitrogen atmosphere and the substrate is heated as high as 500° C (the red glow illuminating the target carousel is from the substrate heater above the ablation plume).











